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Abstract A review of the recent theoretical and com-
putational activity at the Chemistry Department of the
University of Firenze in the field of molecular simula-
tions of condensed phases is reported. The topics con-
sidered include quantitative methods for accurate free
energy calculations, molecular dynamics of liquids and
ionic solutions, chemical reactions in solutions, phase
transformations and polymerization reactions at high
pressures.

Keywords Simulations · Free energy · Prions ·
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1 Introduction

Molecular dynamics (MD) simulation methods [1] are
established since a long time as a powerful tool to
analyze structural and dynamic properties of complex
systems and condensed phases. Roughly speaking, MD
simulations serve the twofold purpose of providing mac-
roscopic properties, that can be of importance in direct
connection with experimental findings, and of enlight-
ening microscopic and atomistic details of the dynamic
behavior that, in many cases, are hard to be directly

V. Schettino (B) · R. Chelli · S. Marsili ·A. Barducci ·
C. Faralli ·M. Pagliai · P. Procacci · G. Cardini
Laboratorio di Spettroscopia Molecolare, Dipartimento
di Chimica, Università di Firenze, Via della Lastruccia 3,
Sesto Fiorentino, Italy
e-mail: vincenzo.schettino@unifi.it

V. Schettino · R. Chelli · S. Marsili ·A. Barducci · C. Faralli ·
M. Pagliai · P. Procacci · G. Cardini
European Laboratory for Non-linear Spectroscopy (LENS),
Via Nello Carrara 1, Sesto Fiorentino, Italy

sorted out from experimental data. Although the appli-
cation of MD to condensed phases already has a long
history and many relevant results have actually been
obtained, research is currently carried out in many labo-
ratories to implement the method, also taking advantage
of the continuously increasing computational facilities,
beyond the simple modeling approach toward a more
realistic representation of the chemical and physical sys-
tems. The first facet of these efforts is concerned with
the setting up of more appropriate interatomic inter-
action potentials, particularly in the case of systems or
phenomena where a substantial rearrangement of the
electron distribution takes place (like phase transfor-
mations, chemical reactions, very strong intermolecu-
lar interactions). In this respect, the development of
first principles MD approaches [2] has been a funda-
mental break-through, even though at the expense of a
major computational burden. A second important area
of development is variously connected with the feasible
length of the simulation runs that can preclude an effi-
cient exploration of the phase space regions of interest.
This is certainly the case for complex systems, like bio-
logical systems, and for condensed phases (like solids),
where high energy barriers have to be overcome and the
phenomena of interest can be classified as rare events
occurring on a time scale much longer than the simula-
tion time. To this purpose, several accelerating and non
conventional sampling procedures have been proposed
to allow for the overcoming of the potential barriers,
a complete reconstruction of the energy surfaces and
quantitative evaluations of free energies.

The recent computational activity of the Molecular
Spectroscopy Laboratory in the Department of Chemis-
try of the University of Firenze has been concerned with
several aspects of the MD simulation outlined earlier.
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In several cases, and in particular, with reference to
the ultrafast dynamics of liquids and solutions, to phase
transformations in solids and to chemical reactions at
very high pressures, the computational activity has been
paralleled by the experimental work carried at the Euro-
pean Laboratory for non-linear Spectroscopy (LENS)
of the University of Firenze. In the following, we describe
the main results that have been obtained in the areas of
free energy calculations (Sect. 2), of the dynamics of
biomolecules (Sect. 3), of the structure and dynamics of
liquids (Sect. 4) and ionic solutions (Sect. 5), of phase
transformations at high pressures (Sect. 7), and of chem-
ical reactions in solution at ambient pressure (Sect. 6)
and at very high pressures (Sect. 8).

2 Quantitative methods for free energy calculations

Quantitative determination of free energy surfaces
(FESs) of complex systems has become a feasible task
mainly in the last decade. In this respect, Boltzmann
sampling is a brute force method that actually allows
free energy determination only in a limited phase space
region or for systems made of a small number of atoms.
In our laboratory we recently used Boltzmann sampling
to recover the FES of pairs of aromatic (amino acid-
type) residues immersed in solvents of different polarity
[3,4]. The purpose was to mimic the mutual interaction
of aromatic residues in hydrophilic and hydrophobic
environments typical of the surface and core of proteins,
respectively.

To improve the sampling capabilities of computer
simulations, a number of non-Boltzmann sampling
methods have been devised in the recent years. We
actually used a non-Boltzmann sampling method to cal-
culate the free energy curve along a β-sheet reaction
coordinate of the mouse prion protein (see discussion
in Sect. 3). The efficiency of non-Boltzmann sampling
methods can be greatly improved, as in a number of pro-
posed algorithms [5–9], by an external force or potential
that explicitly evolves in time “learning” from the fore-
going part of a trajectory in phase space, finally reach-
ing a stationary solution when a uniform sampling is
obtained. Unfortunately, these kinds of approach to free
energy reconstruction generally suffer from the need to
set a number of system-dependent parameters by means
of a trial and error procedure [9–13].

2.1 From non equilibrium to equilibrium dynamics
through Self-Healing Umbrella Sampling

In order to introduce a general, system-independent
algorithm for studying free energy differences, we

recently proposed the Self-Healing Umbrella Sampling
method [14] (SHUS). For a system in the canonical
ensemble, the free energy A(s) along a generic
n-dimensional reaction coordinate s(r) (where r is the
vector of the coordinates of the system) is given by

A(s) = −kBT ln ρ(s), (1)

where ρ(s) is the probability density function along s.
The slow sampling of the reaction coordinate, com-
pared with the accessible simulation time scale, often
precludes a straightforward evaluation of the function
ρ(s) through Boltzmann sampling and standard MD
techniques. In the SHUS method, an external, explic-
itly time dependent potential V(s, t) is added to the real
Hamiltonian H(r), in order to reach a uniform sampling
of the reaction coordinate. The function

ρ(s, t) =
∫ t

0 δ[s− s(τ )] ρ(s, τ)dτ
∫ t

0 ρ(s(τ ), τ) dτ
(2)

evaluated along a trajectory generated with Hamilto-
nian H′(r, t) = H(r) + V(s(r), t), converges in the long
time limit to the unbiased probability density ρ(s), when
the potential V(s, t) is defined in terms of ρ(s, t) as

V(s, t) = kBT ln ρ(s, t). (3)

This means that the external potential V(s, t) converges
to the free energy A(s) inverted in sign. The result-
ing algorithm is summarized by the Eqs. 2 and 3. The
former is a recursive relation that determines both the
direction and the amplitude of the estimated probability
density variation at time t in a history-dependent way,
starting from any initial arbitrary ρ(s, 0) different from
zero. The latter defines the external potential in terms
of the actual ρ(s, t). At variance with previous methods,
this algorithm does not utilize predefined, constant-in-
time corrections to the bias potential (Gaussian func-
tions in metadynamics [5]) or to the density of states
(modification factors in the Wang-Landau method [6]),
but determines them in terms of the previous history of
the system, and therefore, does not need to be adapted
case by case to the system of interest. Moreover, it is
founded on a single, non-equilibrium trajectory, reduc-
ing the computational burden of generating subsequent,
quasi-equilibrium trajectories as prescribed by adaptive
umbrella sampling methods [8,9].

As a first application of SHUS, the FES of the ala-
nine dipeptide (see Fig. 1) in water solution as a func-
tion of the dihedral angles � and � was studied [14].
A 10 ns simulation was performed in the constant vol-
ume constant temperature thermodynamic ensemble
at room temperature with an explicit solvent model.
The obtained FES, shown in Fig. 1, is concurring with
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Fig. 1 Upper: schematic representation of the structure of the
alanine dipeptide along with indication of the � and � dihedral
angles. Middle: FES of the alanine dipeptide as a function of � and
� calculated using SHUS [14]. Lower: Root mean square devia-
tion of the SHUS-calculated FES from the reference FES (calcu-
lated using standard umbrella sampling technique) as a function
of the sampling (simulation) time

previous theoretical works [5,15], showing the balance
between the extended and the helical conformations of
alanine dipeptide. The convergent nature of the bias
potential V(s, t) is depicted in the bottom of Fig. 1,
where we report the root-mean-square deviation of the
estimated FES from a reference one (obtained through
standard umbrella sampling [16]) as a function of the
sampling (simulation) time. The average error changes
from 2 kJ mol−1 after 1 ns to 0.5 kJ mol−1 at the end
of the simulation (we remark that convergence would
seem to be reached even at half run time), showing both
the qualitative and the quantitative predictive power

of SHUS. The possibility of coupling this method with
any of the pre-existing estimators of free energy differ-
ences, and its inherent parallelizability, give promising
perspectives for its improvement.

2.2 Free energy from irreversible trajectories: studies
on the Crooks relation

Among the methods devised for calculating FESs, the
Jarzynski equality [17] and the correlated Crooks equa-
tion [18] (CE) are perhaps among the most intriguing
because of their far reaching theoretical implications.
In fact, they establish a strict correlation between two
seemingly unrelated physical quantities, i.e., the work
done on a system during irreversible transformations
and the free energy difference between the final and the
initial state of the transformations. Recently, a good deal
of our efforts has been devoted to explore the poten-
tialities of this type of approaches, with special atten-
tion to the CE (Eq. 10 of Ref. [18]). In fact, according
to Ref. [18], Jarzynski equality can be derived from a
more general relation (just the CE) occurring between
the free energy difference of two states A and B (e.g.,
the states A and B could be characterized for having
two different values of the distance between two given
atoms) and the irreversible work done along an arbi-
trary trajectory for going from A to B. As proved in
Ref. [19], the CE can be generalized in a more manage-
able form that allows to use it in practical experimen-
tal and computational cases [20,21]. Such form is the
following:

PA→B(W) = PA←B(−W) exp[β(W −�F)], (4)

where �F is the free energy difference between the ther-
modynamic states B and A, PA→B(W) and PA←B(−W)

are the work distribution functions obtained from the
forward and backward transformations, respectively,
and W is the work done on the system in the forward
transformation.

Our contribution [22] in the field has been to pro-
vide a theoretical demonstration of the CE in the con-
text of constant volume, constant temperature steered
MD simulations of systems thermostated by means of
the Nosé–Hoover method [23] (and the so-called vari-
ant Nosé–Hoover chain [24]). In order to numerically
verify the CE, tests on an isolated decaalanine pep-
tide at finite temperature have been performed. In our
tests, we have shown that the work distribution functions
for the folding and α-helix unfolding of decaalanine do
not necessarily have a Gaussian shape (signature of a
Markovian process) as generally believed [21]. This is
evident in Fig. 2, where we report the work distribution
functions of both folding and unfolding transformations
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Fig. 2 Work distribution functions for folding and α-helix unfold-
ing transformations of decaalanine [22]. The arrow indicates the
free energy difference between the folded and unfolded states
calculated by using thermodynamic integration

of decaalanine. Although the CE adapted to Gaussian
work distributions [21] does not yield satisfactory results
for the unfolding and (especially) folding of decaalanine,
the use of the CE without any assumption on the shape
of the work distributions (Eq. 4) allows to recover very
precisely the exact folding/unfolding free energy differ-
ence. In fact, the CE predicts that the work distribution
functions for the forward and backward transformations
have an intersection at a work W equal to the free energy
difference �F. This feature is clearly observable in Fig. 2.
These results (1) show that the dynamics of decaalanine
is far from being Markovian and (2) provide a convinc-
ing numerical test of the validity of the CE for non-
Markovian systems. We have also shown that the left
tail of the forward work distribution is a crucial feature.
This is so since it is in the left tail that, according to
the CE, the shape of the backward work distribution
is carved. For the same reasons, particular importance
is also to be ascribed to the right tail of the backward
work distribution. In the behavior of the tails of the
work distributions we find, not only a great deal of ther-
modynamic information, but also valuable clues about
the dynamical regime at the equilibrium typical of the
underlying reaction coordinate.

3 Molecular dynamics of biomolecules

The interest of our laboratory in computational stud-
ies targeted on biomolecules is a quite recent history.
The first works specifically aimed at the modeling of
systems of biochemical interest started to appear in
the literature five years ago and are dealing with the
analysis of pair interactions of aromatic amino acids in

vacuum [25] and various solvents [3,4]. In the same
project framework, we carried out a statistical study
[26] on a large database of protein structures (taken
from the Protein Data Bank) to develop a knowledge-
based potential (or potential of mean force) not only
for pair interactions among the amino acid residues, but
also for the interaction between the amino acid residues
and the solvent. With such an analysis, we were able to
quantify the relative contribution of all possible residue–
residue pairs to the stabilization of a protein structure.
By performing threading experiments, we also showed
the importance of the residue–solvent interactions in
stabilizing the native fold of the proteins. These studies
provide significant insights into the physics of important
regulatory mechanisms occurring in biochemistry. In this
section, we describe in deeper details, our more recent
researches regarding prion proteins. This is indeed a hot
issue of the scientific research in the last two decades
because of its direct and quite immediate implications
in medical science.

The cellular prion protein (PrPC) is a GPI-anchored
glycoprotein, whose structural conversion into a mis-
folded isoform (PrPSc) is considered the key event of
a vast class of neuro-degenerative diseases. The struc-
ture of PrPC has been resolved for several animal spe-
cies and consists of a disordered N-terminal tail and
a globular domain made up of three α-helices and a
small antiparallel β-sheet. The insolubility of PrPSc has
instead prevented the use of NMR or X-ray experi-
ments to determine its structure. Even if some structural
constraints for PrPSc structure are provided by spec-
troscopic [27], immunochemical and electron micros-
copy experiments [28,29], a high resolution structure
of PrPSc is still unavailable and different models have
been proposed [28–30]. The interconversion between
the two prion isoforms is a complex process that takes
place on time scales exceeding the predictive power of
full-atom MD simulations. However, particular point
mutations and/or physico-chemical conditions exper-
imentally favor the pathogenic isoform and strongly
accelerate misfolding [31,32]. It is therefore possible to
gain insights in the first stages of the misfolding mech-
anism implementing these pathogenic perturbations in
MD simulation and studying the minor unfolding events
or local instabilities induced in PrPC fold. Following this
approach in the recent years many papers have been pre-
sented, focusing on the effect of various point mutations
[33,34], high temperature [34,35], acidic pH [30,35–39]
on PrPC fold stability. Unfortunately, due to the size of
the system and the complexity of the underlying FES,
even studying the very early steps of prion protein mis-
folding by MD simulations is a challenging task and
contradictory results have been published [30,36,37].
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In our works [40,41] we used MD simulation tech-
niques to study the effect of D178N point mutation
on the stability of mouse PrPC antiparallel β-sheet. In
all simulations the prion proteins were modeled with
AMBER-type potential models (Amber95 [42] in
Ref. [40] and Amber03 [15] in Ref. [41]), while the TIP3P
model [43] was used for water. The simulations were car-
ried out in the isothermal-isobaric ensemble at room
conditions using a cubic box with standard periodic
boundary conditions. It is worth noting that periodic
boundary condition methodologies, although widely
used, can provide unphysical correlations due to the
artificial periodicity of the system. These correlations
are quite negligible when ordered solids or homoge-
neous fluids are considered, but are likely to become
more relevant in the case of solute-solvent systems like
ours, especially when a polar or charged solute is con-
cerned. Such spurious effects could be removed using
mean field approaches with spherical boundary condi-
tions [44], which, on the other hand are always affected
by explicit boundary effects due to the macroscopic
character of the approximations used in the deriva-
tion of the mean field. However, such boundary effects
can be limited either considering rigorous mean fields
[45] or increasing the size of the box that confines the
explicit molecules. Between these possible choices, we
opted to use the periodic boundary based approach,
eliminating the residue electric charge on the prion pro-
teins by smearing the excess charge (inverted in sign)
over all the atoms of the protein. An alternative way
to get electroneutrality in the system would be that
of adding an appropriate number of counterions arbi-
trarily distributed in the simulation sample. Although
this last procedure is often used in standard simulations,
we do believe that, perturbations of the solute due to
the added counterions might yield uncontrolled struc-
tural changes. Consistently with the adopted boundary
conditions, we treated the electrostatic interactions by
the Ewald method with the smooth particle mesh algo-
rithm [46].

The mutation D178N we have considered is associ-
ated to various inherited forms of transmissible spong-
iform encephalopathies, and it has been proved to lessen
PrPC folding free energy by urea-induced unfolding
experiments [47]. In a first stage [40], we tried to deter-
mine the effect of this mutation on PrPC fold through
a comparative study of wild type PrPC and its D178N
mutant. Since PrPSc is known to be highly hydropho-
bic, we simulated the two systems both in water solution
and in an extremely apolar environment (CCl4 solu-
tion). In order to reduce sampling difficulties, multiple
MD trajectories were generated for each system and non
conventional thermalization schemes were adopted [40].

Even if in the nanosecond time scale only a very limited
conformational flexibility was observed, we detected a
significant weakening of PrPC antiparallel β-sheet in
the D178N mutant. This mutation-driven destabiliza-
tion occasionally resulted in a complete break-up during
some of the CCl4 simulations, whereas in water solution
the same feature was observed only to a minor extent.
We concluded that, as this structural motif is destabi-
lized in pathogenic conditions, it is likely to undergo dis-
ruption during the early stages of PrPC misfolding. Our
findings were at variance with conclusions presented in
other MD simulation-based investigations [30,36], but
in agreement with the parallel β-helix model proposed
by Prusiner’s group [28,29]. In a further study [41] (made
in collaboration with the research group of Michele
Parrinello of ETH Zurich, Switzerland), in order to
definitively assess this problem and to quantify the effect
of the D178N mutation in a more realistic environ-
ment, we decided to perform metadynamics MD sim-
ulations of wild type PrPC and its mutant in water solu-
tion. Metadynamics method [5] is a powerful tool for
exploring FESs along collective degrees of freedom. A
characteristic feature of this method is the introduc-
tion of a history-dependent bias potential that greatly
enhances the sampling along the chosen reaction coor-
dinates. Furthermore, under the assumption that the
other degrees of freedom are correctly sampled, it is
also possible to reconstruct the underlying FES [5,48]. In
our study, we developed a collective reaction coordinate
based on backbone H-bonding geometry, to investigate
the disruption/growth of PrPC antiparallel β-sheet. We
performed several metadynamics runs to evaluate the
FES associated to this process, both for wild type PrPC

and its D178N mutant in water solution. The result-
ing profiles, shown in Fig. 3, confirmed our previous
hypothesis indicating that antiparallel β-sheet is signifi-
cantly weakened by the point mutation also in water
solution. Moreover, the increased sampling guaranteed
by the history-dependent potential allowed us to quan-
tify the correlation between β-structure destabilization
and the weakening of the H-bond network involving res-
idues Arg164, Tyr128 and Asp/Asn178 caused by side
chain replacement. This network indeed represents a
sort of safety mechanism that contributes to one of the
first free energy barriers in the PrPC→ PrPSc transition,
i.e., the antiparallel β-sheet unzipping.

4 Molecular dynamics of neat liquids

The study of neat liquid phases and the characterization
of the intermolecular interactions in terms of specific
molecule–molecule structural arrangements and dynam-
ical properties are topics treated in a number of recent
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Fig. 3 Free energy as a function of the β-sheet reaction coordi-
nate for the wild type PrPC and its D178N mutant in water solution
[41]. High values of the reaction coordinate indicate large β-sheet
size and vice versa. The free energy curves are both arbitrarily
set to zero for the reaction coordinate value of 2.63, which corre-
sponds, on average, to a β-sheet formed by three residues

publications of our laboratory [49–60]. The use of sim-
ulation methods based on first principle MD [2] and/or
on semi-empirical potentials [1] allowed us to gain either
macroscopic information (e.g. optical properties) or
microscopic/atomistic details (e.g. molecular linkage in
H-bond networks of bulk phases) of the systems under
study. Several types of molecular liquids have been
investigated [53], but the most recent efforts have been
devoted to systems able to form H-bonds [49–52,56–59].
In particular, molecular liquids that are representative
members of a series of compounds or directly cover a
special interest because of their own strategic role in
chemistry or biochemistry have been considered. The
studies on metatoluidine [56,57], formic acid [59], and
pairs of aromatic molecules in various solvents [3,4] can
be included in the former class of compounds, while in
the latter class we may include methanol [51,61] and
glycerol [49,50,52,58]. Other studies on this matter are
currently in progress, including the MD simulation stud-
ies of liquid formamide and formic acid made in connec-
tion with the experiments carried by Roberto Righini
(European Laboratory for Non-linear Spectroscopic,
Firenze, Italy) and in collaboration with Shaul Mukamel
(University of California, Irvine, USA). The research is
specifically aimed at exploring the dynamical properties
of these two liquids in terms of their non linear optical
activity (two-dimensional infrared spectroscopy) from
the perspective of the structural properties of the liquid
phase.

4.1 H-bond networking: the case of glycerol

Since 1999, a good deal of work has been addressed to
the study of glass-forming compounds that are peculiar

systems, because, they give rise to a supercooled meta-
stable liquid phase, where the dynamical behavior of the
molecules becomes heterogeneous (i.e. the molecules
form well-defined domains characterized by strongly
different dynamics). This is the case of glycerol whose
structural and dynamical properties have been analyzed
by means of MD simulations in a wide range of temper-
atures, passing through the liquid-glass transition. After
an exhaustive validation of the potential model [49], we
have furnished a detailed description of the structure of
the H-bond network of glycerol [50]. One of the main
outcomes of the work has been the characterization of
the H-bond network dynamics provided on the basis
of an atomistic picture. We found, in particular, that the
relaxation time of the H-bond network structure follows
three regimes: a short (∼1 ps), an intermediate (∼10
ps) and a long time regime (> 100 ps). These regimes
have been correlated to well defined mechanisms that, in
the order of increasing relaxation time, are: vibrational
motion in the first neighbor’s cage, structural reorgani-
zation of the cage, and molecular diffusion. Concerning
the issue of the molecular structure in the bulk-phase, we
also determined the concentration of the various con-
formers of glycerol. The results have been supported
later on by further works made in our laboratory [52,62].

4.2 Liquid structure versus dynamical heterogeneity:
the case of metatoluidine

The above studies [49,50] provided a quite complete
scenario regarding the structure and the MD of glycerol,
but did not give information about the occurrence of the
dynamical heterogeneities typical of glass-forming liq-
uids. This aspect is actually important, if one thinks that
just the dynamical heterogeneity is believed to be the
origin of the long time stretched exponential behavior
of a number of dynamical properties in supercooled liq-
uids. This issue has later been addressed in an
investigation regarding metatoluidine [56,57]. More spe-
cifically, in Ref. [57], we reported results on the correla-
tion between the structure of liquid metatoluidine and
dynamical heterogeneity. The problem was approached
observing that the pair molecular arrangement in
supercooled metatoluidine (probed by the radial-angu-
lar pair distribution function, g(R, θ); see Fig. 4) shows
maximum probability of pair arrangements, similar to
those obtained from energy minimization of a single
metatoluidine dimer (see circle in Fig. 4). We then
divided the simulation sample into several arbitrary
space domains and calculated, for each of them, the
g(R, θ) function for H-bonded pairs and the time-depen-
dent mean square displacement of the molecular centers
of mass. Although each domain behaves very differently
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with respect to the whole sample from both the structural
and dynamical point of view, a clear correlation between
the two quantities was observed. We found indeed that
broad g(R, θ) functions are associated to large mean
square displacements, while peaked g(R, θ) functions
are typical of slow motion domains. Representative situ-
ations of two arbitrary domains are shown in Fig. 5. This
suggests that dynamical heterogeneity in metatoluidine
is correlated to the formation of energetically stable (H-
bonded) molecular pairs, whose motion is slowed down
by hindering effects acting on the pairs. Whenever the
molecules do not experience strong pairing, the average
molecular motion is faster.

4.3 What computer simulations can say on positron
annihilation lifetime spectroscopy?

Further computational studies [58] on liquid glycerol
have been carried out in collaboration with the research
group of Josef Bartoš (Polymer Institute of Slovak Acad-
emy of Sciences, Bratislava, Slovakia). The research
project has been basically addressed to provide a
theoretical explanation for measurements of positron
annihilation lifetime spectroscopy (PALS) [63]. The out-
comes we gained hold for a generic molecular liquid,

as further computational studies on propylene glycol
have demonstrated (data to be published). In particular
configurational snapshots of glycerol, taken from MD
simulations of the liquid and glassy phases at various
temperatures, have been explored by a virtual probing
procedure to recover the free-volume data obtained by
PALS (mean cavity volume). We found that, for glyc-
erol (but also for propylene glycol), the calculated mean
cavity volumes are much lower (about ten times) than
those obtained from PALS (see Fig. 6). A deeper anal-
ysis of the MD trajectories demonstrated that reason-
able agreement between experimental and calculated
data can be achieved only assuming the existence of a
lower limit for the volume of the cavities detectable by
PALS measurements. For both glycerol and propylene
glycol, this limiting volume is 25–30 Å3 in the temper-
ature range 250–275 K. We also found that the limiting
volume for detectable cavities increases with increas-
ing temperature. The comparison between experimen-
tal and calculated mean cavity volume is not feasible
above 280 K. At this temperature, a significant bend
of the mean cavity volume versus temperature curves
has been observed experimentally that is absent in the
calculated curve (see Fig. 6). Such a behavior has been
interpreted [64] in the context of the α-relaxation mech-
anism described by the mode coupling theory [65]. In
particular, Bartoš and coworkers have found that, at
high temperature, the α-relaxation time of glycerol is
lower than the ortho-positronium (positron + electron)
lifetime, and therefore, a dynamic mechanism starts to
become concurrent with the structural one. We so pro-
vided additional support to this empirical finding, show-
ing the possible formation of very large free-volume
cavities (cavity percolation through the simulation box),
whose lifetime is too short to allow detection by PALS.

4.4 H-bonding in formic acid and methanol

In the framework of a research project on the structural
and dynamical characterization of H-bond forming liq-
uids, the recent MD simulation studies on the liquid
phase of formic acid [59] and methanol [66] are worthy
of mention. Regarding the former, ab initio and classical
MD simulations have been performed to highlight the
role of H-bonding, both on the global network structure
of the liquid and on the local structure described in terms
of molecular pairs arrangement. Formic acid is a formi-
dable molecule because, despite its simplicity, it can give
rise to a number of different H-bonds, i.e. C=O· · ·H–
O, H–O· · ·H–O, C=O· · ·H–C and H–O· · ·H–C. In par-
ticular, liquid formic acid is one of the most repre-
sentative systems where C–H· · ·O bonds play a key
role in the liquid structure. In fact we observed two
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Fig. 5 Upper: radial-angular
pair distribution functions of
H-bonded metatoluidine
molecules for two arbitrary
space domains of the
simulation sample [57].
Lower: time-dependent mean
square displacement of the
moleculear centers of mass
belonging to the two domains
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Fig. 6 Mean hole volumes from PALS measurements [64] and
mean cavity volumes from MD simulations [58] (bold line) as a
function of temperature. Thin lines refer to mean cavity volumes
calculated [58] excluding cavities with a volume smaller than a
given threshold Vlim

basic hierarchic structures in the liquid. The lower level
structure is characterized by small O–H· · ·O bonded
clusters, whose size does not exceed 20–30 molecules. At

the second level, the clusters are held together by weak
C–H· · ·O bonds forming an extended network. Further-
more, small H-bonded domains, in which about 20% of
the molecules participate, are embedded in the network
without forming C–H· · ·O bonds. Moreover, an anal-
ysis focused on the determination of cyclic H-bonded
dimers (typical pairing in gas phase [67]) has revealed
that a significant concentration of such dimers (23% of
molecules) occurs in the liquid. However, only a small
number of molecules (about 3%) forms completely iso-
lated dimers (i.e. non H-bonded with any other mole-
cule in the sample). The resulting picture is that of a
H-bond network of size comparable or even larger than
that of the simulation box (500 molecules in the classi-
cal MD simulation). In contrast with other theoretical
works [68], the parallel pair molecular arrangement has
been found to be relevant. This preferential orientation
is basically due to the O–H· · ·O bonds and specifically
to cyclic H-bond dimers. On the contrary, the C–H· · ·O
bonding is not found to favor any specific pair arrange-
ment.

The MD simulation study of liquid methanol [66],
together with the already discussed simulations on for-
mic acid, gives a quite exhaustive view of a strongly
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Fig. 7 Snapshot of a H-bond chain in liquid methanol taken from
a MD trajectory [66]. The marked molecule forms a H-bond bifur-
cation

self-associating liquid. Methanol has a wide biochemical
interest (it is also a representative member of the alcohol
series) and for this reason has attracted a great atten-
tion from both the experimental and the theoretical
standpoint. This liquid, like formic acid, gives rise to an
extended H-bond network with a significant presence of
bifurcations (see Fig. 7). In fact, the number of metha-
nol molecules involved in three H-bonds was found to
be comparable to the number of molecules that form
only one H-bond. However, the bulk structure of meth-
anol, because of its lower capability to form multiple
H-bonds with respect to formic acid, is made of
H-bonded chains with smaller length (∼10 molecules).
As observed for liquid formic acid, the complexity of
aggregation of liquid methanol is further enhanced by
the presence of a weaker directional H-bond interac-
tion of the C–H· · ·O type. The dynamics of the H-bond
has been characterized through the evaluation of its life-
time that is estimated to be about 1.9 ps in good agree-
ment with experiments [69]. Moreover, the H-bonding
dynamics includes also a shorter time regime (∼0.5 ps)
that should be associated with a modulation due to
librations of the molecular pairs.

A noteworthy finding in this system is the corre-
lation between H-bonding and molecular polarization
effects that have been investigated by the evaluation of
the changes of the molecular dipole moment with the
H-bond connectivity. Interestingly, it has been observed
that the average dipole moment of a methanol molecule
involved in only one H-bond does not change much,
compared to a non H-bonded molecule. The dipole
moment increases in fact by only 0.18 D. A relevant
increase of the dipole moment (0.47 D in average) is
instead found when a second H-bond is established. The
formation of a third H-bond brings to a further average
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Fig. 8 Distribution functions of the molecular dipole moment in
liquid methanol [66]. The various curves are calculated consider-
ing molecules forming a given number of H-bonds (reported on
the graph)

increase in the dipole moment by 0.28 D. The effect of
the H-bond connectivity on the dipole moment is eluci-
dated in Fig. 8.

4.5 Intermolecular charge transfer in H-bond forming
systems

The non linear cooperative effect on the molecular
polarizability observed in liquid methanol (see discus-
sion in Sect. 4.4) has been also the object of a recent arti-
cle [70] regarding two homologous series of water chains.
By means of ab initio methods and a polarizable force
field approach [71], we observed a significant increase
in molecular polarization due to cooperative induction
effects. We suggested that in the case of water chain
configurations with favorable H-bond geometries, a sig-
nificant contribution to electrical induction may arise
from intermolecular charge transfer. A similar investi-
gation, based on the SIBFA polarizable model [72], is
currently in progress in collaboration with the research
group of Nohad Gresh (Laboratoire de Pharmacochi-
mie Moléculaire et Cellulaire, Paris, France). Following
the same guideline, an investigation has been performed
on various clusters (from dimers to pentamers) and on
few liquid phase configurations of methanol and water
[73]. Using ab initio calculations and a polarizable model
based on the chemical potential equalization princi-
ple [74], we have highlighted the importance of inter-
molecular charge transfer in such systems. The charge
transfer revealed through dipole moment calculations
appears more relevant in small clusters than in the bulk
phase. This is ascribed to the fact that bulk-phase dis-
order in water and methanol reduces intermolecular
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charge transfer because of a sort of equilibrium between
ingoing and outgoing flux of charge to and from a
molecule.

5 Ions in methanol

The interactions of ions with solvent molecules strongly
influence colligative properties of solutions, chemical
reactivity and many phenomena of technological and
biochemical interest as well. For this reason, a grow-
ing interest has been devoted to the study of the struc-
tural and dynamical properties of ions in polar solvents.
A large part of the studies has been devoted to analyze
water as solvent with a minor attention to other solvents.
In our group we have started a systematic series of stud-
ies of the properties of simple ions in another important
solvent like methanol, with interest in two anions [75,76]
(Cl− and Br−), three alkaline cations [75,77] (Li+, Na+
and K+) and two alkaline-earth cations [78] (Mg2+ and
Ca2+).

The interactions of ions with polar solvents are not
simple to be modeled using semiempirical potentials
due to the strong polarization of the first solvation shell
and to the charge transfer. These systems have been
approached successfully using ab initio MD employing
density functional theory (DFT) with generalized gra-
dient approximation (GGA) functionals. The method
requires considerable computational resources that limit
the possible system size and the length of the phase space
exploration. The main results obtained in these studies
concern the structure of the solvent in the first solvation
shell and its stability, the charge transfer and the H-bond
formation between anions and solvent molecules.

All the calculations have been performed with the
CPMD code [79] in a cubic cell (12.05 Å side with 25
methanol molecules and one ion) with periodic bound-
ary conditions using the BLYP functional [80,81] along
with a plane wave expansion limited to 70 Ry. The
integration time adopted has been 5 au (∼0.12 fs) and
the fictitious electronic mass was set to 800 au since
deuterium isotope has been used. The pseudopoten-
tial is of the Martins–Troullier [82] type for C and O,
while for the deuterium a Car-von Barth pseudopoten-
tial [83] was chosen. Using these conditions the struc-
tural and dynamical properties of liquid methanol are
reproduced with a high degree of accuracy [66]. Both the
Cl− and Br− anions have been described by Martins–
Troullier [82] pseudo potentials. The pseudo potentials
for alkaline ions (Li+, Na+ and K+) have been chosen of
the Goedecker type [84–86]. For both Mg2+ and Ca2+
cations, semi-core pseudopotentials of the Goedecker
type [84–86] have given the best results.

The structure of the solutions has been analyzed
mainly on the basis of pair distribution functions, the
electronic properties have been obtained on the basis
of the maximally localized Wannier functions (MLWF)
[87–89] and the charge transfer analyzed on the basis of
the atom in molecules (AIM) formalism [90].

One of the problems in Car Parrinello MD simu-
lations [2] is represented by the transferability of the
pseudopotentials. To validate the choice of the pseud-
opotentials for the ions and the plane wave cutoff, a
series of cluster calculations (ion+methanol) have been
performed using different pseudo potentials and com-
pared with all electron calculations with the same func-
tional along with an extended localized Gaussian basis
set, 6-311++G(3df,3dp), and at the MP2 level. All elec-
tron calculations were performed using the Gaussian 98
suite of programs [91].

The chloride and bromide anions have been found to
differ substantially as to the stability of the the first solva-
tion shell, with a coordination number of 3.56 and 4.01,
respectively. These values are in good agreement with
the experimental results of 3±1 [92] and 3.7 [93,94]. The
dynamical behavior of the first solvation shell is quite
different in the two cases. While for the bromide the
same 4 molecules are H-bonded to the anion, all along
the simulation run of 9 ps, the chloride solution shows a
variety of structures ranging from one to five molecules
H-bonded to the anion with four being the most prob-
able coordination number. This has been attributed to
the higher radius of the bromide ion that allows more
methanol molecules to form H-bonds without reciprocal
repulsion. It can be remarked that previous classical sim-
ulations strongly overestimated the coordination num-
bers [92,95]. This large discrepancy has been attributed
[92] to the lack of polarization effects in semiempirical
potentials. Our work has shown that the methanol mol-
ecules are H-bonded to the anions and a charge transfer
is present. The charge is essentially transferred to the
methanol molecules of the first solvation shell and the
amount is almost equal in the two cases (�q(e−)=0.24
for Cl− and 0.28 for Br−).

For the alkaline ions the coordination number
obtained increases with the atomic number being 4.0,
5.0 and 5.4 for the lithium [75], sodium and potassium
ions [77], respectively. It is interesting to note that for
the lithium ion, that is the less polarizable, the same
value has been obtained as from semiempirical calcula-
tions [95]. The value of 4 is in perfect agreement with
recent Electron Spray measurements followed by infra-
red measurements [96]. From X-rays scattering mea-
surements [97] a value of 6 was proposed; this higher
value can be explained by the low elastic scattering
coefficient of the lithium ion that does not allow for
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a good localization of this species. It is interesting to
note that for both Li+ and Na+, the same solvent mol-
ecules (4 and 5, respectively) stay in the first solvation
shell all along the simulation runs (about 8 ps) while
in the case of K+ only 3 molecules are always in the
first shell, 2 are exchanged only for a short time (<0.2
ps ) and 4 have a very short residence time. This can
be related to the larger radius of K+ that allows for a
greater number of molecules to approach to the ion at
the same time but the overcrowding is such that they
cannot be stably bonded in the first solvation shell. The
amount of charge formally transferred from the solvent
to the ions has been calculated and the resulting effec-
tive charge on the ions is ∼0.8 e− on Li+ and ∼0.9 e−
on Na+ and K+. The average charge on the methanol
molecules as a function of the distance from the ion has
also been calculated and it has been found that the first
solvation shell is made up of negatively charged mole-
cules while the second shell is positively charged. This is
due to the combined charge transfer from the first shell
to the ion and from the second to the first shell through
the H-bond network.

A similar behavior has been found in alkali-heart
ions [78] (Mg2+ and Ca2+). In both cases, the coordi-
nation number is 6 and once the most stable structure is
obtained, this is kept for more than 8 ps. For these two
cations, simulations with 40 methanol molecules have
also been performed and it has been found that size
effects do not affect the first solvation shell structure in
an appreciable way.

6 Chemical reactions and the blue moon ensemble

Chemical reactions are often rare events with reference
to the feasible simulation times; therefore, an acceler-
ating technique is necessary to explore the phase space
in a reasonable simulation time. The blue moon ensem-
ble [98,99] is one of the most successful techniques to
study a chemical reaction when the reaction path can
be described by a simple generalized coordinate. This
method has been applied in combination with ab initio
MD [2] to study chemical reactions in gas phase and sub-
sequently in solution. The advantage of this approach is
to study the reactions in the same thermodynamic condi-
tions of the experiments and to have a direct evaluation
of the thermal effects. Generally, the use of GGA func-
tionals allows to reach a good accuracy in large part of
the phase space. The only exceptions are represented
by the strong underestimation of the dispersive forces
[100] and to the excessive stabilization of the transition
state in SN2 reactions [101].

To evaluate the accuracy of the method, we started
with simple reactions in the gas phase, where comparison

with calculations at higher level of theory is possible. The
first work of this kind was the study [102] of the bimolec-
ular nucleophilic substitution (SN2) Cl− + CH3Br −→
CH3Cl + Br−. In this work the variation of the molecular
dipole moment along the reaction path was monitored
showing a variation by a factor larger than 2.

This type of calculations has been extended to other
SN2 reactions in gas phase [103–110] including the effect
of micro-solvation with water molecules, the effect of
the α-substituent, the internal micro solvation and the
competition between substitution and elimination. To
increase the accuracy, the standard functional adopted
in ab initio MD, i.e. BLYP, was substituted by other
functionals and in particularly in the HCTH functional
[111]. The failure of the BLYP was particularly evident
in the SN2 reaction F− + CH3Cl −→ CH3F + Cl− that
is almost barrierless with this functional while, albeit
the barrier is still underestimated, the reaction path is
correctly described using the HCTH functional [107].

The first reaction studied in water in our group was
the SN2 reaction [112] Cl− + CH3Br −→ CH3Cl + Br−.
In this work, the attention was focused on the transition
state and in particular on the H-bonds with water. The
use of a more efficient function to analyze the lifetime
of a H-bond was introduced.

Recently, our attention has been devoted to more
complex reactions in solution. The free energy profile
of methylene glycol dissociation to give formaldehyde
in water was studied and it was shown that the whole
hydration shell is involved cooperatively in the reaction.
A particular attention was devoted also in this case to
the characterization of the H-bond with formaldehyde
[113]. In Fig. 9, a snapshot of the simulation is reported
showing the MLWF [87–89] centers. It has been found
that the H-bonds with the water molecules increase the
dipole moment of formaldehyde that can be greater than
4 D (at the same level of theory the isolated molecule
has a dipole moment of 2.64 D).

Among the chemical reactions presently under inves-
tigations we may mention a study of the pKa of oxazole
in water, with a simulated system consisting initially of
a hydrogenate oxazole in a cubic cell with 36 water mol-
ecules. The nitrogen–hydrogen distance has been cho-
sen as reaction coordinate and it has been increased
in each simulation in the NVT ensemble by 0.1 Å till
full dissociation. Integrating the mean constraint forces
the free energy change has been computed obtaining a
value of the pKa in good agreement with experiments
[114]. Another project that is being developed concerns
the hydrolysis reaction of di-borane in water. The sam-
ple is made up of a di-borane molecule and 64 water
molecules in a cubic box with periodic boundary condi-
tions. The Perdew–Burke–Ernzerhof (PBE) functional
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Fig. 9 Snapshot taken from the simulation of the formaldehyde
in water. The Wannier center positions are reported in green

[115,116] along with Vanderbilt ultra soft pseudo-poten-
tials [117–119] have been adopted. The boron–boron
distance (B–B) has been constrained at increasing val-
ues, from 1.7 to 3.3 Å, performing 17 simulations to
obtain the free energy profile. When the B–B distance
reaches 2.6 Å, a water molecule starts to form a B–O
bond and a BH−4 species is formed [120]. The calculated
free energy compares reasonably with experiments.

7 Metadynamics and solid state phase transitions

Solid state phase transitions under high pressure are of
considerable interest to understand the behavior of mat-
ter under extreme conditions. High progress in this field
has been obtained experimentally by the advent of the
diamond anvil cell [121]. Nevertheless, experimentally it
is not easy to obtain information on the modifications of
the interatomic interactions and of the electronic distri-
bution that occurs at high pressure, and a computational
approach based on ab initio MD can be very useful in
this respect. However, processes like solid state phase
transitions at high pressure are to be considered rare
events [122] characterized by high activation barriers or
entropic bottlenecks and this will imply an unfeasible
amount of simulation time to generate trajectories of
this kind [1].

Many different techniques have been proposed to
obtain a more efficient exploration of the FES. We have
chosen to adopt the metadynamics [5,123] approach
(MTD) introducing a new version of the method where

the Parrinello–Rahman [124] and the MTD extended
Lagrangian [123] are used together to follow solid state
transitions. This new approach has been initially applied
to study the high pressure transformation of lithium
hydroxide [125]. The simulation was started from the
ambient crystal structure, phase II (tetragonal, space
group P4/nmm), with two asymmetric units in the prim-
itive cell [126,127], using as collective variables the six
cell parameter. After 15 ps simulation run, the system
starts to explore a new phase. This new phase was char-
acterized and its spectroscopic properties were found to
be very similar to those of experimental phase III. The
new phase is metastable at ambient conditions and we
called it phase III′. Increasing the pressure of 100 kbar
and performing a second MTD simulation after a few
ps, the stable phase III was obtained. The transforma-
tion from phase II to phase III was essentially due to a
compression along the c axis, that is perpendicular to the
atomic layers in phase II. This new phase is character-
ized by the presence of H-bonds, absent in phase II, that
are the source of the red shift and of the characteristic
features observed in the OD stretching region both in
the IR and Raman spectra.

Using a similar approach, it was possible to deter-
mine the crystalline structure of the high pressure phase
of LiOH·H2O starting from the known ambient con-
ditions structure and to discuss the assignment of the
external modes in both phases, [128]. The change in the
molecular dipole of water with the phase transition was
characterized by the MLWF [87–89] and in both phases,
an average value of 3.6 D was found, considerably larger
than the value obtained using the same approach for
liquid water [129,130] (2.95 D).

Calculations on the high pressure phase diagram of
nitrogen are now in progress. Our calculations were ini-
tially started from the recently proposed ζ phase struc-
ture [131], but we found it was unstable in the NVT
ensemble independently of the functional adopted [132].
The calculations have been therefore started again using
the lower pressure phase ε that was instead found stable.
Since dispersive interactions, that are strongly under-
estimated by GGA functionals, are more important at
lower pressure, we concluded that there are some prob-
lems with the proposed [131] structure for the ζ phase.
Recently this was confirmed by a further analysis of the
experimental data [133].

8 Reactions under high pressure

In recent years, a research project has been developed
in our laboratory on chemical reactions at very high
pressure (above 1 GPa) of simple unsaturated hydro-
carbons and aromatics using an equipment based on
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the diamond anvil cell [121,134]. In these conditions
condensation and polymerization reactions occurs spon-
taneously. It has been found that high pressure reactions
can lead to high quality polymers as far as the confor-
mation and crystallinity of the products are concerned.
The selectivity of the high pressure reactions pathway
can be significantly enhanced when the pressurization
is accompanied by additional activation methods and
in particular, by laser excitation at appropriate wave-
lenghts, implying that the reactions occur with participa-
tion of excited electronic states. The mechanisms of the
reactions and the microscopic interpretation of the high
pressure thresholds remain open questions. To answer
these problems a series of computational studies have
been carried out by ab initio MD with the Car Parrinello
method [2] as implemented in the CPMD code [79].
This approach has been proved to be effective for high
pressure reactions in the seminal papers by Bernasconi
et al. [135,136] on acetylene polymerization.

Calculations have been carried out in disordered con-
densed phases (propene [137], butadiene [138] and eth-
ylene [139]) and in the crystalline state (ethylene [139],
acetylene [140] and benzene [141]). The adopted level
of theory is DFT in the GGA approximation that gives
for the ground electronic state results comparable in
accuracy with MP2 methods using large Gaussian basis
sets. The natural choice for ab initio calculations in con-
densed phases is the expansion of the wavefunction at
the � point of the Brillouin zone in plane waves making
the expansion manageable by adopting pseudopoten-
tials. The cutoff of the plane wave expansion has been
set to guarantee at least 5% accuracy on the structure
of the isolated molecules in the same conditions.

With the only exception of benzene [141], all the reac-
tions have been studied in the NVT ensemble perform-
ing a series of simulations at increasing density. This
approach shows the drawback that after the reaction is
started, the pressure decreases and eventually, the poly-
merization is terminated before a quantitative transfor-
mation of the sample. The small size of the simulated
samples can influence the length of the polymer. An
additional technical problem lies in the high uncertainty
in the value of the pressure due to the finite expansion of
the plane wave basis set that gives rise to the Pulay stress.
For this reason, we have generally preferred to discuss
the results as a function of the simulation box volume
or the sample density instead of the pressure. To over-
come the high reaction barriers in a feasible simulation
time, the standard approach is to over pressurize the sys-
tem. Calculations have been carried using both the spin-
restricted and spin-unrestricted formalism in order to be
certain that the resulting reaction mechanism (ionic or
radicalic) is unbiased by the computational approach.

In agreement with expectations, the electronic struc-
ture of the molecules is strongly perturbed at high pres-
sure. The narrow distribution of the electronic density of
states, characteristic of the isolated molecules, broadens
considerably with increasing density and the HOMO-
LUMO gap reduces. Therefore, mixing of the ground
and excited states can be induced at higher pressures
by thermal fluctuactions. The electronic rearrangement
in the sample before the onset of the reaction and dur-
ing the reaction has been followed through the MLWF
[87–89] that allow to monitor the migration of the elec-
tron doublet, or of single electrons in the spin-polarized
simulations.

With the exception of acetylene [140], the high pres-
sure polymerizations have been found to occur by an
ionic mechanism. Before the onset of the reaction, the
perturbation of the electronic structure results in a
charge separation and formation of zwitterionic species.
This ensures a head to tail condensation and subsequent
propagation of the reaction in a large part of the system.
Ionization or formation of polar species is known as a
typical response of a system to high pressure since it
ensures a tighter packing of the molecules. The sample
polarization has been monitored by the dipole moment
of the monomers before the onset of the reaction. For
instance, in the case of butadiene [138] an average dipole
moment of 0.7 D has been obtained with a distribution
extending up to 3 D. It has been found that the system
size does not affect the reaction mechanism but only the
lenght of the polymeric chain which, as already observed
above, is also determined by the reduction of the sample
pressure as the reaction proceeds. It is rewarding to note
that the simulation of disordered samples of ethylene
[139] produces only linear chains of oligomers, whitout
branching, in good agreement with experimental find-
ings [142]. Also in the case of butadiene the reaction
products of the simulation [138] are in agreement with
experiments [143].

In the simulations carried so far, the high pressure
reactions exhibit a collective character. The changes in
the electronic structure, that are the leading prerequisite
for the reactivity, arise from the overall intermolecular
interactions in the system and the single reactive events
involve in general more than two molecules. An evi-
dence of the collective character of the reaction is also
obtained from the mutual orientation of the dipole
moments induced in the molecules. It is also of inter-
est that the spread of the MLWF substantially increases
in the involved electrons during the reaction. For
instance, in the case of propene, values higher than
4 au have been obtained (see Fig. 10). This is an evi-
dence of a strong electron delocalization during the
reaction.
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Fig. 10 Snapshot of a propene reaction simulation. In purple the
Wannier center positions are reported. A Wannier center charac-
terized by a large spread and not localized on a molecule is shown
in the middle of the figure

In all the simulations, it has been found that the
reaction occurs when the C-C intermolecular separa-
tion reduces below a certain threshold, as a concurring
effect of the decrease of the equilibrium intermolecular
distance and of the mean square vibrational displace-
ment. This point has been investigated with particular
attention for the benzene amorphization [141] where
the reaction has been studied at various P-T conditions
and the equation of state is known. Both experiments
and simulations indicate that the reaction occurs when
the intermolecular distance decreases below 2.6 Å. This
is the counterpart of the macroscopic pressure – temper-
ature reaction threshold and could allow to foresee the
conditions for the reaction when the equation of state is
available.

In the crystalline state, the effect of geometrical con-
straints becomes very important. For the ethylene poly-
merization [139] at moderate pressure, the reaction
propagates among molecules on equivalent sites in the
crystal, giving rise to a linear polymer with no branch-
ing. This is a manifestation of the topochemical principle
of solid state reactions [144] since the intermolecular
distance and mutual orientation are the most favour-
able along one of the crystallographic axes. At higher
pressure, because of the anisotropic compressibility, the
intermolecular distances between equivalent and non
equivalent molecules become comparable and the reac-
tion propagates along two directions, giving a branched
polymer. This computational result is in very good agree-
ment with experiments [142,145].
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